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Abstract

We present an architecture where a feedback controller derived on an approximate model of the environment assists the learning process to enhance its data efficiency. This architecture, which we term as Control-Tutored Q-Learning (CTQL), is presented in two alternative flavours. The former is based on defining the reward function so that a Boolean condition can be used to determine when the control tutor policy is adopted, while the latter, termed as probabilistic CTQL (pCTQL), is instead based on executing calls to the tutor with a certain probability during learning. Both approaches are validated, and thoroughly benchmarked against Q-Learning, by considering the stabilization of an inverted pendulum as defined in OpenAI Gym as a representative problem.
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1. Introduction

Reinforcement learning (RL) is a popular framework used to control systems and devices in a wide range of applications because of its ability to autonomously find control policies to achieve a desired goal without assuming that the dynamics of the environment are known (Sutton and Barto, 2018; Bertsekas and Tsitsiklis, 1996). Despite the many remarkable successes of this type of approaches (Nian et al., 2020), two key problems for RL algorithms remain to be solved: (i) potentially long learning times and (ii) the lack of convergence or performance guarantees (important for example in safety-critical applications) during learning (Berkenkamp et al., 2017; Pfeiffer et al., 2018).

To overcome these problems, a possible solution, particularly for control applications of RL, is to adopt model-based solutions where the learning agent derives and refines a data-driven model of the environment during the learning process. Examples in the literature include (Deisenroth and Rasmussen, 2011; Kurutach et al., 2018) among many others. However, in many control applications, some equation-based models of the environment are often available, even though they might not be accurate enough to allow for an entirely model-based solution of the control problem. When
classical RL is used, such approximate or partial models of the environment are often discarded in favour of a completely model-free approach.

In this paper, we investigate the possibility of embedding a feedback control law synthesized by using a partial or uncertain model of the environment to assist the learning process. In the same spirit of human-assisted learning strategies, where data collected from humans in the loop are exploited to enhance the learning process (Lien and Pratt, 2009; Suppakun and Maneewarn, 2020; Zhan et al., 2021; Nguyen et al., 2019), here we propose the use of a feedback controller in the loop with the aim of steering the learning process, reducing the amount of data samples required and improving the ability of learnt policies to achieve the required stability, robustness and performance. The contributions of this paper can be summarized as follows: (1) we propose a novel algorithm that leverages the use of a feedback controller in the loop to make the RL process more data efficient; (2) we present both a deterministic and a probabilistic approach to implement the strategy above and decide when assistance from the control tutor (the feedback controller in the loop) is invoked during the learning; (3) by using a set of aptly defined metrics, we compare the performance of the novel approaches with those of a classical RL algorithm both from a learning and a control perspective by using the inverted pendulum benchmark implementation from OpenAI Gym (Brockman et al., 2016).

Our results convincingly show that the proposed “control-tutored” learning approaches require fewer data samples and/or obtain higher rewards, while achieving smaller errors in control regulation tasks.

2. Related Work

Several solutions in the existing literature aim at combining control theoretic strategies with reinforcement learning to solve control problems. In particular, various approaches combine RL with model predictive control (MPC). For instance, in (Rathi et al., 2020), a MPC is used to decide the action when the state of the system to control is in a certain region, while the action taken from a $Q$-table is used otherwise; the table being updated after every action. The use of a (linear) MPC strategy is again suggested in (Zanon and Gros, 2021), where a reinforcement learning module can vary the parameters of the cost function and refine the available model of the system to control.

Other solutions combining control strategies with RL include those in (Abbeel et al., 2006), where a policy gradient algorithm is adopted which uses preexisting knowledge of the system dynamics in the form of an approximate Markov decision process; or that presented in (Li et al., 2021), where a reference action governor is used to enforce safety constraints (in the sense of restricting the state space to admissible regions). In so doing, the action is decided via an optimization problem that penalizes deviations from the action suggested by a RL strategy, making these approaches a valuable solution to achieve safe RL.

A strategy similar in spirit to the control-tutored reinforcement learning (CTRL) we propose here is reported in (Argerich et al., 2020). Therein, to improve data efficiency, a Deep $Q$-Network is extended with a policy that, with some probability, can take an action dictated by an “expert”, which can solve the control problem. However, differently from (Argerich et al., 2020), in our CTRL approach, we consider the “expert” to be a feedback control law, that if deployed on its own would be in general unable to achieve the control goal. Also, note that contrary to previous approaches, e.g. (Deisenroth and Rasmussen, 2011), where an approximation for the system dynamics is learnt during the control steps, here we assume to possess and exploit some prior information on the
environment before simulations so as to derive some feedback control law to be used to assist the learning agent. An earlier preliminary version of CTRL was recently presented in (De Lellis et al., 2021).

3. Mathematical Preliminaries

Notation. Sets are denoted by calligraphic capital characters and random variables are denoted via capital letters. For example, $X$ is a random variable and we denote its realization by $x$. The probability density (mass) function of the continuous (discrete) random variable $X$ is denoted by $p(x)$ and we use the notation $x \sim p(x)$ to denote the sampling of a random variable from its probability function. For both continuous and discrete random variables, we always consider the situation where the support of $p(x)$ is compact; $\text{rand}(A)$ denotes the uniform distribution over the set $A$. The expectation of a function, say $h(\cdot)$, of $X$ is defined as $E_p[h(X)] := \int h(x)p(x)dx$, when this is continuous; if $X$ is discrete, we have $E_p[h(X)] := \sum h(x)p(x)$. In both cases, the integral/sum is taken on the support of $p(x)$, and we might omit $p$ in $E_p$ when there is no ambiguity. We denote by $\|\cdot\|$ the Euclidean norm.

Problem set-up. We consider a discrete time dynamical system affected by noise, of the form

$$X_{k+1} = f_k(X_k, U_k, W_k), \quad x_0 = \bar{x}_0,$$

(1)

where $k \in \mathbb{N}_{\geq 0}$ is discrete time, $X_k \in \mathcal{X}$ is the state of the system at time $k$, with $\mathcal{X}$ being the state space, $\bar{x}_0 \in \mathcal{X}$ is the initial condition, $U_k \in \mathcal{U}$ is the control input (or action) and $\mathcal{U}$ is the set of feasible inputs. Also, $W_k$ is a random variable representing noise and $f_k : \mathcal{X} \times \mathcal{U} \times \mathcal{W} \rightarrow \mathcal{X}$ is the system’s dynamics.

Following e.g. (Matni et al., 2019; Recht, 2019), given this set-up, we consider the problem of learning a plan of actions $\pi_1, \ldots, \pi_{N-1}$ to solve the following finite-horizon optimization problem:

$$\max_{\pi_1, \ldots, \pi_{N-1}} \mathbb{E}[J^\pi],$$

(2a)

s.t. $X_{k+1} = f_k(X_k, U_k, W_k), \quad k \in \{1, \ldots, N-1\},$  
(2b)

$U_k = \pi_k(X_k), \quad k \in \{0, \ldots, N-1\},$  
(2c)

$x_0$ given,  
(2d)

where the time horizon is between $0$ and $N$. In (2) the cost is set as the expectation of the objective function

$$J^\pi = r_N(X_N) + \sum_{k=1}^{N} r_k(X_k, X_{k-1}, U_{k-1}),$$

(3)

with $r_k : \mathcal{X} \times \mathcal{X} \times \mathcal{U} \rightarrow \mathbb{R}$ and $r_N : \mathcal{X} \rightarrow \mathbb{R}$ being the rewards received, at each $k$, by the agent. In what follows, whenever we assume a function or quantity is stationary, we drop the subscript $k$ in the notation.

We observe that in many RL scenarios, even if the system dynamics $f_1, \ldots, f_{N-1}$ are not perfectly known, some partial knowledge about the plant (from e.g. first-principles) might be available. We propose that this limited information can be exploited to design a feedback control law (or control tutor) that can be used to assist and drive the learning process towards the solution of a control
problem of interest, reducing the learning times and improving the control performance. In particular, the control tutor can be invoked under certain circumstances during the learning stage to suggest actions that the agent can take as an alternative to those computed using a more traditional approach, e.g. obtained by using a tabular learning strategy.

4. Control Tutored Reinforcement Learning

We start by assuming that we have an estimate of \( f \), say \( \hat{f} : \mathcal{X} \times \mathcal{U} \rightarrow \mathcal{X} \), so that the dynamics of system (1) is rewritten as \( f(x, u, w) = \hat{f}(x, u) + \delta(x, u, w) \), \( \forall x \in \mathcal{X}, \forall u \in \mathcal{U}, \forall w \in \mathcal{W} \), where \( \delta : \mathcal{X} \times \mathcal{U} \times \mathcal{W} \rightarrow \mathcal{X} \) describes the effect of unknown terms in the dynamics and/or of noise on the system’s dynamics. We term the policy based on the use of \( \hat{f} \) as the control tutor policy, and denote it by \( \pi^c : \mathcal{X} \rightarrow \mathcal{U} \).

The architecture of the Control Tutored Reinforcement Learning (CTRL) strategy (De Lellis et al., 2021) is schematically shown in Figure 1. The figure highlights the presence of a switching condition \( \zeta \) that orchestrates, at each \( k \), the use of either a policy coming from a RL algorithm or the tutor policy. The result is the following switching policy used for learning:

\[
\pi(x) = \begin{cases} 
\pi^r(x), & \text{if } \zeta \text{ is true,} \\
\pi^c(x), & \text{otherwise,}
\end{cases} \tag{4}
\]

where \( \zeta \) is a Boolean function (that might depend on time, previous states, etc.) and \( \pi^r \) is the policy of a RL algorithm.

For concreteness, we now provide a simple expression for the control tutor policy \( \pi^c \). First, let \( \bar{\mathcal{U}} \supseteq \mathcal{U} \) (\( \bar{\mathcal{U}} \) might be a continuous set whose discretization yields \( \mathcal{U} \)); then, from \( \hat{f} \) we can design a feedback control strategy \( v : \mathcal{X} \rightarrow \bar{\mathcal{U}} \). At this point, from \( v \), letting \( \epsilon^c \in (0, 1) \), and \( \forall x \in \mathcal{X} \), we take the control tutor policy in (4) as

\[
\pi^c(x) = \begin{cases} 
\arg \min_{u \in \bar{\mathcal{U}}} \|v(x) - u\|, & \text{with probability } 1 - \epsilon^c, \\
u \sim \text{rand}(\bar{\mathcal{U}}), & \text{with probability } \epsilon^c,
\end{cases} \tag{5}
\]
On the other hand, for the reinforcement learning policy $\pi^{rl}$ in (4), we adopt an $\epsilon$-greedy Q-Learning solution, i.e.,

$$\pi^{rl}(x_k) = \begin{cases} \arg \max_{u \in U} Q_k(x_k, u), & \text{with probability } 1 - \epsilon^{rl}, \\ u \sim \text{rand}(U), & \text{with probability } \epsilon^{rl}, \end{cases}$$

(6)

where $\epsilon^{rl} \in (0, 1)$ and $Q_k : \mathcal{X} \times U \rightarrow \mathbb{R}$ is the well-known state-action value function (Sutton and Barto, 2018; Bertsekas and Tsitsiklis, 1996) at time $k$.

At time $k$, once an action is selected from either $\pi^{rl}$ or $\pi^c$, the corresponding reward is obtained and used to update the $Q$-table according to the law

$$Q_{k+1}(x_k, u_k) = (1 - \alpha)Q_k(x_k, u_k) + \alpha \left[ r(x_{k+1}, x_k, u_k) + \gamma \max_{u \in U} Q_k(x_{k+1}, u) \right],$$

(7)

where $\alpha \in (0, 1]$ is the learning rate and $\gamma \in (0, 1]$ is the discount factor.

The remaining term to be defined in (4) is $\zeta$. In the following, we present two alternative choices for $\zeta$ that result into two different algorithms.

### 4.1. Control-Tutored Q-Learning

This first algorithm based on the CTRL framework is the Control-Tutored Q-Learning (CTQL), which was first presented in (De Lellis et al., 2021). This algorithm is used to solve regulation problems and uses a reward with a specific structure. In particular, letting $x^* \in \mathcal{X}$ be a goal state, $\theta \in \mathbb{R}_{>0}$, and $\bar{\rho} \in \mathbb{R}_{>0}$, we define the prize function

$$\rho(x) = \begin{cases} \bar{\rho}, & \text{if } \|x - x^*\| < \theta, \\ 0, & \text{otherwise}. \end{cases}$$

(8)

Then, letting $d : \mathcal{X} \rightarrow \mathbb{R}_{\geq 0}$ be some distance of the argument with respect to $x^*$, the reward $r_k$ in (3) is given as

$$r(X_k, X_{k-1}, U_{k-1}) = d(X_{k-1}) - d(X_k) + \rho(X_k), \quad k = 1, \ldots, N - 1,$$

(9)

with $r_N(X_N) = 0$. Note that, in (9), $U_{k-1}$ does not directly affect the reward but its effect is propagated through the system dynamics. Furthermore, the term $d(X_{k-1}) - d(X_k)$ is positive when at time $k$ the agent gets closer to the goal state $x^*$, and vice versa. The prize term $\rho(X_k)$ gives a strong positive reinforcement when a small distance with respect to the goal state is achieved. The switching criterion $\zeta$ in (4) depends on the current state $x_k$, where

$$\zeta = \begin{cases} \text{true,} & \text{if } \max_{u \in U} Q_k(x_k, u) > 0, \\ \text{false,} & \text{otherwise}. \end{cases}$$

(10)

Additionally, $\forall x \in \mathcal{X}, \forall u \in U$, we initialize $Q_0(x, u) = 0$. Thus, in the first phase of learning, when limited information about the environment is available, the control tutor policy $\pi^c$ drives the learning process. Then, gradually, as the values of the Q-table are updated using (7), the reinforcement learning policy $\pi^{rl}$ is preferred.
4.2. Probabilistic Control-Tutored Q-Learning

Although we found the CTQL to have better performance with respect to the classical Q-Learning in certain scenarios (see Section 7), the reward (9) does not satisfy the hypotheses used in the classical proof of convergence used for the Q-Learning (see, e.g., (Bertsekas and Tsitsiklis, 1996)), as it is not either non-negative or non-positive.

Moreover, we verified that the CTQL might fail when the reward function is not selected following the structure given in (9). This might depend on the possibility that the reward in (9) shapes a Q-table where state-action pairs that eventually lead to the goal state (following policy \( \pi_{rl} \)) have positive values of \( Q \). This is used in the switching condition (10) ; however, a detailed analytical characterization is beyond the scope of this work and will be the subject of future study. Therefore, we propose next a simpler probabilistic-based choice for the Boolean condition \( \zeta \) in (4). We name the resulting algorithm as probabilistic Control Tutored Q-Learning (pCTQL); differently from CTQL (cf. (9)), we do not use any specific structure for the reward function to derive the switching condition between the two policies.

In particular, letting \( \beta \in [0, 1] \),

\[
\zeta \text{ is} \begin{cases} 
\text{true,} & \text{with probability } \beta, \\
\text{false,} & \text{otherwise},
\end{cases}
\]  

the pCTQL policy is defined as

\[
\pi(x) = \begin{cases} 
\arg \max_{u \in U} Q_k(x, u), & \text{with probability } \beta(1 - \epsilon^c), \\
\arg \min_{u \in U} \|v(x) - u\|, & \text{with probability } \omega := (1 - \beta)(1 - \epsilon^c), \\
u \sim \text{rand}(\mathcal{U}), & \text{otherwise},
\end{cases}
\]  

(12)

Note that it is also possible to introduce a dependency of the probability \( \beta \) on the current state, time, or other quantities.

5. Metrics

Here we define several metrics to characterize and compare quantitatively the performance of different control algorithms. Each numerical simulation is run in \( S \in \mathbb{N}_{>0} \) independent sessions. Each session is composed of \( E \in \mathbb{N}_{>0} \) episodes: the learned quantities (e.g., Q-table) are carried over from one episode to the next, and re-initialized at each session. Each episode consists of a simulation of \( N \in \mathbb{N}_{>0} \) time steps. We let \( J_{\pi}^e \) be the cumulative reward (as given in (3)) obtained in episode \( e \). Moreover, we let the goal condition be a Boolean proposition that assesses whether the control goal can be considered as having been achieved in an episode (the specific form of the goal condition depends on the task at hand). We define the following three metrics to assess the learning performance.

**Definition 1 (Learning metrics)**  
(i) The average cumulative reward is \( J_{\pi, \text{avg}}^\pi := \frac{1}{E} \sum_{e=1}^{E} J_{\pi}^e \).  
(ii) Given some integer, \( E^* > 0 \), the terminal episode \( E_t \) is the smallest episode such that the goal condition is satisfied for all \( e \in \{ E_t - E^*, \ldots, E_t \} \).  
(iii) The average cumulative reward after terminal episode is \( J_{\text{avg}, t}^\pi := \frac{1}{E_t} \sum_{e=E_t}^{E} J_{\pi}^e \).
$J_{\text{avg}}^{\pi}$ is a common metric typically used in RL (Duan et al., 2016; Wang et al., 2019). $E_t$ is used to assess when the learning phase might be considered concluded, and thus to evaluate data efficiency; additionally, in the definition of $E_t$, we chose the value $E^* = 30$ as that can be considered an effective indicator of the stabilization of the pendulum in the problem we considered. $J_{\text{avg},t}^{\pi}$ describes how the controller is, in terms of rewards, once training is completed. Next, we define two metrics inspired by those commonly used in control theory to assess the transient and steady-state performance of an algorithm. Let again $x^*$ be a goal state, let $\eta \in \mathbb{R}_{\geq 0}$, $N^- \in \mathbb{N}_{> 0}$ with $N^- < N$, and let the goal condition be true if

$$\exists \bar{k} \in [0, N^-] : \|x_k - x^*\| \leq \eta, \quad \forall k \in [\bar{k}, N].$$

(13)

**Definition 2 (Control metrics)**

(i) In an episode, the settling time $k_\text{s}$ is the smallest value of $k$ that fulfills (13). (ii) The steady state error is $e_\text{g} := \frac{1}{N-k_\text{s}+1} \sum_{k=k_\text{s}}^{N} \|x - x^*\|$.

### 6. Benchmark Description

#### 6.1. Control Problem

As a benchmark problem to compare the performance of the proposed algorithms, we consider the problem of stabilizing a pendulum in its inverted position, provided by the OpenAI Gym framework (Brockman et al., 2016; OpenAI, 2019). This problem is particularly representative for two reasons. (i) As the upward position is unstable and the system dynamics is nonlinear, this problem is typically used in control theory as a test for new control strategies (Khalil, 2002). (ii) We will select a linear feedback controller ($v$ in (5)), which by itself cannot stabilize the pendulum. This means that any benefit observed when using CTQL and pCTQL will be due to the combination of the reinforcement learning policy and the model-based one, and not just the latter.

**Environment.** The pendulum is a rigid rod of length $l = 1$ m, with a homogeneous distribution of mass $m = 1$ kg; its moment of inertia is $I = ml^2/3$ and it is affected by gravity, with acceleration $g$. We let $x_k = [x_{1,k} \ x_{2,k}]^T$, where $x_{1,k}$ and $x_{2,k}$ are the angular position and angular velocity of the pendulum, respectively; $x_{1,k} = 0$ corresponds to the unstable vertical position. The control input $u_k$ is a torque applied to the pendulum. The discrete-time dynamics is obtained by discretizing the continuous-time dynamics with a sampling time $T = 0.05$ s using the forward Euler method. Unless noted otherwise, the initial condition is the downward stable position $\tilde{x}_0 = [\pi \ 0]^T$.

**State and control spaces.** The spaces for states and control variable are bounded, so that $x_k \in [-\pi, \pi] \times [-8, 8]$, and $u_k \in [-2, 2]$. Both spaces are discretized non uniformly, employing a finer discretization close to the origin of the state space and for small control actions. We verified that this allows to select values more precisely when close to the regulation point, reducing regulation error and control energy; on the other hand, a coarser discretization far from the regulation point yields shorter learning time. Concerning $x_{1,k}$, the interval $[-\pi, -\frac{\pi}{9}]$ is discretized into 8 equally spaced values, $(-\frac{\pi}{9}, -\frac{\pi}{36}]$ into 7 values, and $(-\frac{\pi}{36}, 0]$ into 5 values; $[0, \pi]$ is discretized in an analogous fashion. Concerning $x_{2,k}$, $[-8, -1]$ is discretized into 10 values, and $(-1, 0]$ into 9 values (analogously for $[0, 8]$). Concerning $u_k$, $[-2, -0.2]$ is discretized into 9 values, and $(-0.2, 0]$ into 4 values (analogously for $[0, 2]$).
**Iterations.** For each set-up, we run $S = 10$ sessions and average the results. For each session, we run $E = 10000$ episodes, composed of $N = 400$ time steps.

**Goal and rewards.** The objective is to stabilize the pendulum in its upward position, $x^* = [0 \ 0]^T$. Concerning the goal condition in (13), we take $N^- = 300$ and $\eta = 0.05 x_{\text{max}}$, where $x_{\text{max}} := \|[\pi \ 8]\|$. This goal is encoded in two reward functions. The first one is

$$r^a(X_k, X_{k-1}, U_{k-1}) = d(X_{k-1}) - d(X_k) + \rho(X_k),$$

(14)

where $d(x) := x_1^2 + 0.1 x_2^2$, and $\rho$ was given in (8), with $\bar{\rho} = 5$ and $\theta = 0.05$. The second reward function we will consider is the standard Gym reward, i.e.,

$$r^e(X_k, X_{k-1}, U_{k-1}) = X_{1,k}^2 + 0.1 X_{2,k}^2 + 0.001 U_{k-1}^2.$$

(15)

**Hyperparameters.** In (7), we take $\gamma = 0.97$ and $\alpha = (1 + \frac{e}{1000})^{-\frac{1}{2}}$, where $e$ is the current episode (Even-Dar et al., 2003), so that the learning rate decays approximately from 0.7 to 0.3, over 10000 episodes. In (5) and (6), we take $\epsilon^c = \epsilon^d = 0.03$. Concerning $\beta$ in (11), we tested $\beta \in \{0.9990, 0.9948, 0.9897, 0.9485, 0.8969\}$, which approximately corresponds to $\omega \in \{0.001, 0.005, 0.010, 0.050, 0.100\}$ in (12).

**Feedback control law.** We assume we have partial information on the pendulum dynamics, in the form of an approximate dynamics $f$. In particular, $f$ is the linear dynamics that is topologically equivalent to the nonlinear dynamics of the pendulum, close to the origin $[0 \ 0]^T$ (also the goal state). Namely, $f(x_k, v_k) = A x_k + B v_k$, where $A = \begin{bmatrix} 0 & \frac{1}{2} T g/2l \\ \frac{3T g/2l}{1} & 1 \end{bmatrix}$ and $B = \begin{bmatrix} 0 \\ 0/T \end{bmatrix}$. From $f$, we synthesize the linear controller $v_k = -K x_k$, where $K = [5.83 \ 1.83]^T$. This controller can locally stabilize the pendulum in its inverted position from nearby initial conditions, and is obtained, for the sake of simplicity, via a pole placement technique, assigning poles to have an acceptable settling time. Note that this controller if used on its own is in unable to swing up the pendulum from its downward asymptotically stable position.

7. Comparison of Learning Performance

**Case of reward (14).** First, we compare Q-Learning, CTQL and pCTQL with different values of $\omega$, when using reward (14). The results are reported in Figure 2 in terms of the cumulative reward per episode $J^w_r$ and the frequency with which the control tutor is used. Also a quantitative comparison via the learning and control metrics is reported in Table 1. For the sake of clarity, in Figure 2 the results of the pCTQL were only plotted for $\omega = 0.01$, as we found that value to give the best performance overall.

From Table 1, comparing CTQL and pCTQL to Q-Learning, we observe that $E_t$—a measure of data efficiency—is smaller (by a statistically significant margin) for the CTQL and for the pCTQL with $\omega = 0.05$; however, the presence of a constant bias from the control tutor in the pCTQL worsens the overall performances which shows a decreasing trend of $J^\pi_{\text{avg}}$ and $J^\pi_{\text{avg}}$ as $\omega$ increases. Furthermore, the positive effects of the tutored approaches are also captured in 2.(a), as the reward curves of pCTQL and CTQL grow earlier than that of Q-Learning. Finally, Figure 2.(b) shows that CTQL uses the control tutor policy more in the beginning, and progressively less as episodes are completed.
Figure 2: (a) Cumulative reward per episode $J^e_T$, obtained with reward (14). (b) Percentage of steps the control-tutor policy $\pi^e$ was used in each episode. In both (a) and (b) the solid curves are the mean of the results of $S$ sessions; for readability, the curves are averaged with a moving average of 100 samples (taken on the right); shaded areas correspond to the means plus or minus the standard deviations.

<table>
<thead>
<tr>
<th>Training metrics</th>
<th>Control metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_T$</td>
<td>$J^\pi_{\text{avg}}$</td>
</tr>
<tr>
<td>QL</td>
<td>2726 ± 742</td>
</tr>
<tr>
<td>CTQL</td>
<td><strong>2028 ± 241</strong></td>
</tr>
<tr>
<td>pCTQL (0.1%)</td>
<td>2670 ± 562</td>
</tr>
<tr>
<td>pCTQL (0.5%)</td>
<td>2439 ± 823</td>
</tr>
<tr>
<td>pCTQL (1%)</td>
<td>2106 ± 507</td>
</tr>
<tr>
<td>pCTQL (5%)</td>
<td><strong>1907 ± 493</strong></td>
</tr>
<tr>
<td>pCTQL (10%)</td>
<td>2952 ± 739</td>
</tr>
</tbody>
</table>

Table 1: Learning metrics (Definition 1) with reward (14) and control metrics (Definition 2), with reward (14) and nominal conditions. The means and standard deviations of $S$ sessions are reported. Values that are statistically significantly different from those of the Q-Learning are in bold (according to a Welch’s t-test with $p$-value less than 0.05 (Welch, 1947)).

**Case of reward (15)** We also compared the performance of Q-Learning and pCTQL when using reward (15); from Table 2 we see that pCTQL with $\omega = 0.01$ is comparable to Q-Learning in terms of learning time ($E_t$), yet obtains a larger average reward ($J^\pi_{\text{avg}}$) and average reward after terminal episode ($J^\pi_{\text{avg},t}$), confirming the effectiveness of a control tutor-based architecture, even when the reward has a structure different from (9).

**8. Comparison of Control Performance**

**Nominal conditions.** We also compared the algorithms in terms of their control performance at the end of the learning stage, using the metrics given in Definition 2. The results, using both rewards (14) and (15) are reported in Tables 1–2 where we show that, as it is desirable, the differences in settling time ($k_g$) of pCTQL and CTQL with respect to Q-Learning are not statistically significant.
### Table 2: Learning metrics (Definition 1) with reward (9) and control metrics (Definition 2) with reward (9) and nominal conditions. The means and standard deviations of $S$ sessions are reported. Values that are statistically significantly different from those of the Q-Learning are in bold (according to a Welch’s t-test with $p$-value less than 0.05 (Welch, 1947)).

<table>
<thead>
<tr>
<th></th>
<th>Training metrics</th>
<th>Control metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$ET$</td>
<td>$J_{avg}$</td>
</tr>
<tr>
<td>QL</td>
<td>3207 ± 767</td>
<td>−1045 ± 18</td>
</tr>
<tr>
<td>pCTQL (0.1%)</td>
<td>3188 ± 692</td>
<td>−1035 ± 11</td>
</tr>
<tr>
<td>pCTQL (0.5%)</td>
<td>3711 ± 835</td>
<td>−1009 ± 11</td>
</tr>
<tr>
<td>pCTQL (1%)</td>
<td>3684 ± 539</td>
<td>−1010 ± 11</td>
</tr>
<tr>
<td>pCTQL (5%)</td>
<td>3779 ± 1098</td>
<td>−1017 ± 10</td>
</tr>
<tr>
<td>pCTQL (10%)</td>
<td>4552 ± 1003</td>
<td>−1028 ± 11</td>
</tr>
</tbody>
</table>

However, when using reward (14) we observed that the CTQL achieves the best (lowest) steady state error, whereas when using reward (15) the smallest error is given by the pCTQL with $\omega = 0.01$.

**Perturbed conditions.** To test the robustness of the learned control strategies to changes in the environment, we generated 1000 set-ups, by varying the initial conditions randomly (with a uniform distribution) in the state/control spaces, and varying the mass and length of the pendulum by ±5% of their nominal values, and using the Latin hypercube method (Loh, 1996). The results, not portrayed here for brevity, show that, as is desirable, we obtain similar settling times for all the set-ups. Also, concerning the steady state error, when using reward (14), for all the set-ups, performance remain centered around the ones obtained under nominal conditions. Instead, when using reward (15), pCTQL displays a larger error when compared to that obtained under nominal condition (which was however lower than that of Q-Learning), whereas Q-Learning retains the same mean.

### 9. Conclusions

We presented a deterministic and a probabilistic Control-Tutored Q-Learning strategy, that integrate a feedback control law synthesized on a partial model of the plant within a Q-Learning framework to render the learning process faster and improving the performance of the learnt policies in achieving a control goal of interest. We compared the control-tutored strategies with a classical Q-Learning approach using the inverted pendulum stabilization benchmark from OpenAI Gym as a representative control problem. We found that, when compared to Q-Learning, CTQL requires fewer data samples and has a larger average reward, while pCTQL yields higher rewards with a comparable number of data samples; moreover, both CTQL and pCTQL yield lower regulation error when certain reward functions are used. Our numerical results show that both from a learning and a control viewpoint using a control-tutored learning approach might be beneficial.

The next step is the derivation of proofs of convergence for the control-tutored algorithms presented in this paper. Also, we wish to uncover and formally characterize the relationships among the specific choice of the reward function, the performance of the algorithms and the approximate system dynamics needed to synthesize the control tutor. We wish to emphasize that embedding a control tutor in the loop could be used to render more efficient learning strategies other than Q-Learning. This will also be the subject of future investigation.
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