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What is Creativity?

“Creativity can be defined as the ability to generate novel, and valuable, 
ideas. Valuable, here, has many meanings: interesting, useful, beautiful, 
simple, richly complex, and so on. Ideas covers many meaning too: not 
only ideas as such (concepts, theories, interpretations, stories), but also 
artifacts such as graphic images, sculptures, houses and jet engines. 
Computer models have been designed to generate ideas in all these 
areas and more.”


Margaret A. Boden
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Can an (artificial) agent be creative?
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Generative Modeling

‣ A generative model describes how a dataset is generated for 
example through a probabilistic model. Through sampling of this 
model, we generate new data.


‣ The goal is to generated data are variations of the existing ones, but 
not “too far” from the original dataset.


‣ A generative model is usually probabilistic rather than deterministic in 
nature.
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Discriminative Model

Source: David Foster. Generative Deep Learning. O’Reilly. 2019.
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Generative Model

Source: David Foster. Generative Deep Learning. O’Reilly. 2019.
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Generative Modelling Framework

‣ Given a dataset , we assume that the observation have been 
according to some unknown distribution .


‣ The goal is to create a generative model  that can be used to 
generate samples that look like they were drawn from .


‣We achieved our goal if the generated data are also suitably different 
from the observations in . 


‣ The model should not simply reproduce the things that have 
already been seen.
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https://www.youtube.com/watch?v=66TuSJo4dZM
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DeepDream

‣ Developed by Alexander Mordvintsev, Christopher Olah and Mike Tika 
in 2015.


‣ This movement is also called inceptionism from Chris Nolan’s movie 
“Inception” (but a bit indirectly).


‣ The idea is to try to exploit the “patterns” that are learn by neural 
network “in reverse”.


‣ This is used to generate images that are composed by the patterns 
that are detected by the different layers.



Autonomous and Adaptive Systems 2020-2021 Mirco Musolesi



Autonomous and Adaptive Systems 2020-2021 Mirco Musolesi



Autonomous and Adaptive Systems 2020-2021 Mirco Musolesi

DeepDream

‣ Interpretability is still an open question in deep learning.


‣ In case of images, we know that each layer progressively extracts 
higher and higher-level features of the images, until the final layer 
makes a decision on what an image actually shows.


‣ First layer for edges and corners, then intermediate layers interpret 
the basic features and are used to extract shapes and components 
(windows, leaves, etc). A final layer might extract buildings or trees.


‣ One way to visualise this is to turn the network upside down and ask 
to enhance an input image so that the role of each layer can be 
interpreted.
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Inception Network

Source: Inception in TensorFlow

 https://github.com/tensorflow/models/tree/master/research/inception
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Inception Network
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DeepDream

‣ The idea of DeepDream is to choose a layer (or layers) and mimimise the loss 
in a way that the image increasingly “excites” the layers. 


‣ The complexity of the features incorporated depends on the layer we chose.


‣We use the InceptionV3 architecture.


‣ For DeepDream the layers of interest are those where the convolutions are 
concatenated.


‣ Once we have calculated the loss for the chosen layers, we calculate the 
gradients (using gradient ascent) to the input images.


‣ If we consider a “noise” image, the shapes that are identified by that specific 
layer will appear.
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DeepDream

Source: Inceptionism: Going Deeper into Neural Networks

https://ai.googleblog.com/2015/06/inceptionism-going-deeper-into-neural.html
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DeepDream

Source: Inceptionism: Going Deeper into Neural Networks

https://ai.googleblog.com/2015/06/inceptionism-going-deeper-into-neural.html
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DeepDream

Source: Inceptionism: Going Deeper into Neural Networks

https://ai.googleblog.com/2015/06/inceptionism-going-deeper-into-neural.html



Autonomous and Adaptive Systems 2020-2021 Mirco Musolesi

DeepDream

Source: Inceptionism: Going Deeper into Neural Networks

https://ai.googleblog.com/2015/06/inceptionism-going-deeper-into-neural.html
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TensorFlow DeepDream Colab

https://colab.research.google.com/github/tensorflow/docs/blob/
master/site/en/tutorials/generative/deepdream.ipynb
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Neural Style Transfer

Source:TensorFlow Neural Style Transfer

https://www.tensorflow.org/tutorials/generative/style_transfer
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Neural Style Transfer

Source:TensorFlow Neural Style Transfer

https://www.tensorflow.org/tutorials/generative/style_transfer
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Neural Style Transfer

Source:TensorFlow Neural Style Transfer

https://www.tensorflow.org/tutorials/generative/style_transfer
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Generative Adversarial Networks (GANs)

‣ A Generative Adversarial Network (GAN) is a class of machine learning techniques in which 
two neural networks play against each other.


‣ The generative network generates candidates, while the discriminative network evaluate 
them.


‣ The generative network tries to create new samples that look similar from the true data (an 
original distribution, for example portraits). The goal of the discriminator is to identify if the 
data given in input are from the original distribution or not.


‣ The generative network’s training objective is to increase the error rate of the discriminative 
network (i.e., to fool the discriminative network)


‣ Indeed, the discriminative network’s training objective is to minimise its error rate in 
discriminating the input.


‣ This is used for images, videogame generation, scientific images, etc.



Mirco Musolesi

Generative Adversarial Networks (GANs)

Source: https://developers.google.com/machine-learning/gan/generator 
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Generation of Images using Generative 
Adversarial Networks (GANs)

Source: David Foster. Generative Deep Learning. O’Reilly. 2019.
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StyleGAN
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https://www.youtube.com/watch?v=kSLJriaOumA
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Text Generation

PANDARUS:

Alas, I think he shall be come approached and the day

When little srain would be attain'd into being never fed,

And who is but a chain and subjects of his death,

I should not sleep.


Second Senator:

They are away this miseries, produced upon my soul,

Breaking and strongly should be buried, when I perish

The earth and thoughts of many states.


DUKE VINCENTIO:

Well, your wit is in the care of side and that.


Second Lord:

They would be ruled after this chamber, and

my fair nues begun out of the fact, to be conveyed,

Whose noble souls I'll have the heart of the wars.


Clown:

Come, sir, I will make did behold your worship.


VIOLA:

I'll drink it


Source: Andrej Karpathy. The Unreasonable Effectiveness of Recurrent Neural Networks. 

http://karpathy.github.io/2015/05/21/rnn-effectiveness/
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Text Generation

Source: Andrej Karpathy. The Unreasonable Effectiveness of Recurrent Neural Networks. 

http://karpathy.github.io/2015/05/21/rnn-effectiveness/
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GPT-3

‣ GPT-3 (Generative Pre-Trained Transformer 3 (GPT-3) is a language 
model that uses deep learning to produce human-like text.


‣ Created by OpenAI.


‣ GPT-3 model is based on 175 billion parameters.
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DALL·E

‣ DALL E is a 12-billion parameter version of GPT-3 trained to generated images 
from text descriptions using a dataset of text-image pairs.


‣ Different capabilities including:


‣ Creation of anthropomorphised versions of animals and objects;


‣ Linking unrelated concepts in playing ways;


‣ Text rendering;


‣ Transformation of existing images


‣…
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DALL·E
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DALL·E
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DALL·E



Autonomous and Adaptive Systems 2020-2021 Mirco Musolesi



Mirco Musolesi



Autonomous and Adaptive Systems 2020-2021 Mirco Musolesi

Superintelligence
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The Singularity is Near
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How to Create a Mind
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The Singularity is Near… Or Maybe Not
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