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Definition of Multiagent Systems

‣ Several possible definitions:


‣ Multiagent systems are distributed systems of independent actors 
called agents that are each independently controlled but that 
interact with one another in the same environment. (see: 
Wooldridge, “Introduction to Multiagent Systems”, 2002  and Tulys 
and Stone, “Multiagent Learning Paradigms”, 2018).


‣ Multiagent systems are systems that include multiple autonomous 
entities with (possibly) diverging information (see Shoham and 
Leyton-Brown, “Multiagent systems”, 2009). 
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Definition of Multiagent Learning

‣We will use the following definition of multiagent learning:


‣ “The study of multiagent systems in which one or more of the 
autonomous entities improves automatically through experience”.
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Characteristics of Multiagent Learning

‣ Different scale:


‣ A city or an ant colony or a football team.


‣ Different degree of complexity:


‣ A human, a machine, a mammal or an insect.


‣ Different types of interaction:


‣ Frequent interactions (or not), interactions with a limited number of 
individuals, etc.
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Presence of Regularity

‣ It is fundamental that there is a certain degree of regularity in the 
system otherwise prediction of behaviour is not possible.


‣ Assumption: past experience is somehow predictive of future 
expectations.


‣ Dealing with non-stationarity is a key problem.


‣ It is the usual problem of reinforcement learning at the end.
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Potential Paradigms

‣We will consider 5 paradigms:


‣ Online Multi-agent Reinforcement Learning towards individual utility


‣ Online Multi-agent Reinforcement Learning towards social welfare


‣ Co-evolutionary learning


‣ Swarm intelligence


‣ Adaptive mechanism design
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Online Reinforcement Learning towards 
Individual Utility

‣ One of the most-studied scenarios in multiagent learning is that in which 
multiple independent agents take actions in the same environment and learn 
online to maximise their own individual utility functions (i.e., expected returns).


‣ From a formal point view (game-theory point of view), this can be considered a 
repeated normal form game.


‣ A repeated game is a game that is based of a certain number of repetitions.


‣ Normal form games are games that are presented using a matrix.


‣ As aside, an extensive form game is a game for which an explicit 
representation of the sequence of the players’ possible moves, their 
choices at every decision point and the information about other player’s 
move and relative payoffs are known.
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Example: Prisoner’s Dilemma

‣ The Prisoner’s Dilemma is a classic 2-player game. 


‣ Description of the “game”: two prisoners committed a crime together 
and are being interrogated separately.


‣ If neither of them confesses to the crime (they both “cooperate”), then 
they will both get a small punishment (corresponding to a payoff of 5).


‣ If one of them confesses (or “defects”), but the other does not, then 
the one that confesses gets off for free (payoff of 10), but the other 
gets the worst punishment possible (payoff of 0).


‣ If they both defect, they get a worst punishment (payoff of 1)
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Prisoners’ Dilemma

Defect Cooperate

Defect (1, 1) (10, 0)

Cooperate (0, 10) (5, 5)
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Example: Prisoner’s Dilemma

‣ Normal games were initially introduced as one-shot game.


‣ The players know each other’s full utility (reward) functions and play 
the game only once.


‣ In this setting, the concept of Nash equilibrium was introduced: a set 
of actions such that no player would be better off deviating given that 
the other player’s actions are fixed.


‣ Games can have one or multiple Nash equilibria.


‣ In the Prisoner’s Dilemma, the only Nash Equilibrium is for both 
agents to defect.
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Game Theory
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Repeated Normal Form Games

‣ In repeated normal form games, players interact with one another 
multiple times with the objectives of maximising their sum utilities (i.e., 
expected returns) over time.


‣ As you can imagine, Reinforcement Learning and possibly Deep 
Reinforcement Learning is well suited for this type of problems.


‣ Reinforcement Learning can also be used to understand the problem 
of the “evolution of cooperation” and the presence of altruism: why 
do we humans cooperate even if in presence of maximisation of 
personal reward function? 
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Challenges in MARL: Credit Assignment

‣ One of the main practical problems in MARL is credit assignment, i.e., 
giving an actual credit (reward) for contributing to achieving the goal.


‣ This is particularly difficult in very complex games.


‣ Credit assignment is a very open problem in MARL in general.


‣ Solutions:


‣ Equal reward/credit;


‣ Heuristics for assignment;


‣ Quantification of the contribution.
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IJCAI 2007
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Challenges in MARL: Non-stationarity

‣ Non-stationarity is a major problem in single agent RL: the problem is 
even more apparent in case of multi-agent RL systems.


‣ In fact, in multi-RL systems, the other agents are actually part of the 
environment.


‣ In many situations, the state might also contain information about 
the actions of the other agents.


‣ If the behaviour of the other agents change, there might be an effect 
on the non-stationarity of the system under observation.


‣What are the potential countermeasures?
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Challenges in MARL: Training the Agents

‣ Training multi-agent systems is still an open problem, given the 
complexity of the problem in terms of state space (and potentially 
action space).


‣ A variety of the methods have been proposed with a major distinction 
between centralised vs decentralised methods.


‣ It is worth noting that execution can also be either centralised or 
decentralised.
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Centralised vs Decentralised Training

‣ In centralised training, policies are updated based on the mutual 
exchange of information during training.


‣ This information is usually removed at deployment time.


‣ In decentralised training, each agent performs updates independently 
and develops an individual policy without utilising information from the 
other agents.
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Centralised vs Decentralised Execution

‣ In centralised execution agents are guided from a central unit (model), 
which computes the joint actions for all agents. In other words, the 
set of actions for all the agents are selected by this central unit.


‣ In decentralised execution, agents select the action to be executed 
independently.
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Training and Execution Models in MARL

Picture from Sven Gronauer and Klaus Diepold. Multi-agent deep reinforcement learning: a survey. Artificial Intelligence Review. 5. 2022
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Online Reinforcement Learning towards 
Social Welfare

‣We will now consider a practical case in which agents achieve 
cooperation through decentralised training and execution.


‣ In this scenario, multiple independent agents take actions in the same 
environment and learn online to maximise a global utility function.


‣ These are also called coordination games, where different players 
coordinate to achieve a given objective (i.e., global expected return).


‣We will know consider a specific example using the Atari testbed for 
evaluation.
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https://www.youtube.com/watch?v=Gb9DprIgdGw

https://www.youtube.com/watch?v=Gb9DprIgdGw
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https://www.youtube.com/watch?v=nn6_GUVDnVw

https://www.youtube.com/watch?v=nn6_GUVDnVw
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Co-evolutionary Approaches
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Co-evolutionary Approaches

‣ Evolution can be also used to model and learn agent behaviour as 
well. According to this paradigm, abstract Darwinian models of 
evolution are applied to to refine populations of agents (knows as 
individuals).


‣ These represent candidate solutions to a given problem.


‣ This process, usually called a genetic algorithm, consists of five steps: 
representation, selection, generation of new individuals (crossover 
and mutation), evaluation and replacement.
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Evolutionary Algorithms

‣ An evolutionary algorithm begins with an initial population of randomly-
generated agents. Each member of this population is then evaluated 
and assigned a fitness value.


‣ The evolutionary algorithm then uses a fitness oriented procedure to 
select agents, breeds and mutates them to produce child agents, 
which are then added to the population, replacing older agents.


‣ One evaluation, selection and breeding cycle is known as a generation.


‣ Successive generations refine a population.


‣ You have a given set goal and you might have a time budget.
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Selection Cycle

Images from Dario Floreano and Claudio Mattiussi. Bio-Inspired Artificial Intelligence. MIT Press 2011. 
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Problem of Representation

‣ Typically you encode a “vector” of information using binary coding (for 
example 4 bits for element of the vector).


‣ This was the original version proposed by John Holland in 1970.


‣ Floating point representations are possible.


‣ Extensions include the use of real numbers.
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Fitness Function 

‣ You evaluate the performance of the phenotype (i.e., the actual 
performance of the behavior of your agent encoded through this 
genotype).


‣ There is a clear mapping with the biological analogy.


‣ Darwin’s “survival of the fittest”.


‣ From a  practical point of view, you can think about a performance 
measure as we did in deep learning.
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Selection

‣ At each generation, only some of the individuals reproduce. 


‣ The probability that an individual will make offsprings will be proportional to their fitness.


‣ One possibility is to have proportionate selection, i.e., the probability that an individual makes 
an offspring is proportional to how good its fitness is with respect to the population fitness. 


‣ The probability of reproduction will be:





with the sum at the denominator over the entire population.


‣ You might have a system where only the top  individuals will reproduce (i.e., you sub-select 
first a set of individuals with high fitness and then you apply the form above).

pi =
fitnessi

∑j fitnessj

K
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Cross-over

‣ In genetic algorithms, crossover (recombination) is an operator that 
combine the genetic information of two parents to generate offsprings.


‣ It is one way to stochastically generate new solutions from an existing 
population and it is analogous to the crossover that happens during 
biological sexual reproduction.

Source: Wikimedia
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Mutation

‣ Mutation is an operator used to maintain genetic diversity from one 
generation to the next (see biological mutation).


‣ Mutation alters one or more bits in the representation (chromosome).


‣ Example: bit string mutation (one or more bits)


‣ 10101 -> 10100 

‣ A variety of mutation types have been explored (with different 
distribution, for groups of bits, flipping bits, etc.)
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Evaluation and Replacement

‣ At each generation, the fitness of each individual is evaluated and 
using the mechanisms described above, all the entire population is 
usually entirely replaced by offspring (like in a real biological situation).


‣ Alternative solutions include an “elitist” solution where we maintain the 
 best individuals from the previous generation to prevent loss of the 

best individuals from the population (for example because of the 
effects of mutations or sub-optimal fitness evaluation).

n
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Coevolution

‣ Coevoution is an extension of evolutionary algorithms for domains with 
multiple agents.


‣ Using evolutionary algorithms, we can train a policy to perform a state 
to action mapping. In this approach, rather than update the parameters 
of a single agent interacting with the environment as is done in 
reinforcement learning, one searches through a population of policies 
that have the highest fitness for the task at hand.


‣ For example we can use a probability vector as a representation of the 
policy.


‣ Alternatives include the use of evolutionary algorithms for estimating the 
hyper-parameters of the networks.
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Swarm Intelligence

‣ Swarm intelligence is a bio-inspired machine learning technique 
based on the behaviour of social insects (e.g., ants and honeybees).


‣ The goal is to develop self-organised and decentralised adaptive 
algorithms.


‣ The learning is based on a large number of agents (usually with 
limited “computation” capabilities) that locally interact.


‣ The idea is to develop algorithms that lead to the emergence of 
cooperative behaviour in the population.


‣ Complex behaviour from simple local rules.
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Swarm Intelligence

Video from Dario Floreano and Claudio Mattiussi. Bio-Inspired Artificial Intelligence. MIT Press 2011. 
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Stigmergy

‣ The term stimergy indicates communication 
among individuals through modification of 
the environment.


‣ For example, some ants leave a chemical 
(pheromone) trail behind to trace the path.


‣ The chemical decays over time.


‣ This allows other ants to find the paths 
between the food and the nest.


‣ It also allows ants to find the shortest path 
among alternatives.

16

Source: Dario Floreano and Claudio Mattiussi. Bio-Inspired Artificial Intelligence. MIT Press 2011. 



Mirco MusolesiMARL 2021-22

Stigmergy and Shortest Paths

‣ As they move, ants deposit pheromone.


‣ Pheromone decays in time.


‣ Ants follow the paths with the highest pheromone 
concentration.


‣Without pheromone, equal probability of choosing short 
or long path.


‣ Shorter paths allow for higher number of passages (it 
takes less time to go back and forth!)


‣ Therefore, pheromone level will be higher on the shorter 
path.


‣ Ants will increasingly tend to choose the shorter path.

Source: Dario Floreano and Claudio Mattiussi. Bio-Inspired Artificial Intelligence. MIT Press 2011. 
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Ant Colony Optimization

‣ Ant Colony Optimization is an algorithm 
developed by Dorigo et al. inspired 
upon stigmergic communication to find 
the shortest path in a network.


‣ Typical examples are Internet/computer 
networks problems and other problems 
that can be described by the Travel 
Salesman Problem.


‣ Other problems include scheduling of 
robots and coverage of areas 
(represented as networks).

Source: Dario Floreano and Claudio Mattiussi. Bio-Inspired Artificial Intelligence. MIT Press 2011. 

Faulty node
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Adaptive Mechanism Design

‣ It is also possible to think of a multi-agent learning setting in which the agents are 
fixed (or not controllable by us), but the interaction mechanism is to be learned.


‣ Typical example is an auction with a population of bidders.


‣ Several parameters can be controlled:


‣ Minimum price, simultaneous or non-simultaneous actions, mechanism 
(English auction, Vickrey auction, Dutch auction, etc.).


‣ In this case, the auction house is not able to control the bidders (interacting 
agents), but the rules of interaction.


‣ The parameters can be learned and refined over time (mechanism design).


‣ Other applications: frequency bidding, design of competition markets, etc.
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Adaptive Mechanism Design

‣ In terms of adaptive mechanism design, there is also a strong interest 
from Economics.


‣ There is an emerging area of applications of Machine Learning and 
Reinforcement Learning to Economics.


‣We have presented the different “categories” separately, but the “real 
world” is more complex thant hat.



Mirco MusolesiMARL 2021-22



Mirco MusolesiMARL 2021-22

https://www.youtube.com/watch?v=4iQUcGyQhdA&t=8s

https://www.youtube.com/watch?v=4iQUcGyQhdA
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