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Definition of Multiagent Systems

‣ Several possible definitions: 

‣ Multiagent systems are distributed systems of independent actors 
called agents that are each independently controlled but that 
interact with one another in the same environment. (see: 
Wooldridge, “Introduction to Multiagent Systems”, 2002  and Tulys 
and Stone, “Multiagent Learning Paradigms”, 2018). 

‣ Multiagent systems are systems that include multiple autonomous 
entities with (possibly) diverging information (see Shoham and 
Leyton-Brown, “Multiagent systems”, 2009). 
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Definition of Multiagent Learning

‣We will use the following definition of multiagent learning: 

‣ “The study of multiagent systems in which one or more of the 
autonomous entities improves automatically through experience”.
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Characteristics of Multiagent Learning

‣ Different scale: 

‣ A city or an ant colony or a football team. 

‣ Different degree of complexity: 

‣ A human, a machine, a mammal or an insect. 

‣ Different types of interaction: 

‣ Frequent interactions (or not), interactions with a limited number of 
individuals, etc.
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Presence of Regularity

‣ It is fundamental that there is a certain degree of regularity in the 
system otherwise prediction of behaviour is not possible. 

‣ Assumption: past experience is somehow predictive of future 
expectations. 

‣ Dealing with non-stationarity is a key problem. 

‣ It is the usual problem of reinforcement learning at the end.
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Potential Paradigms

‣We will consider 5 paradigms: 

‣ Online Multi-agent Reinforcement Learning towards individual utility 

‣ Online Multi-agent Reinforcement Learning towards social welfare 

‣ Co-evolutionary learning 

‣ Swarm intelligence 

‣ Adaptive mechanism design
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Online Reinforcement Learning towards 
Individual Utility

‣ One of the most-studied scenarios in multiagent learning is that in which 
multiple independent agents take actions in the same environment and learn 
online to maximise their own individual utility functions (i.e., expected returns). 

‣ From a formal point view (game-theory point of view), this can be considered a 
repeated normal form game. 

‣ A repeated game is a game that is based of a certain number of repetitions. 

‣ Normal form games are games that are presented using a matrix. 

‣ As aside, an extensive form game is a game for which an explicit 
representation of the sequence of the players’ possible moves, their 
choices at every decision point and the information about other player’s 
move and relative payoffs.
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Example: Prisoner’s Dilemma

‣ The Prisoner’s Dilemma is a classic 2-player game.  

‣ Description of the “game”: two prisoners committed a crime together 
and are being interrogated separately. 

‣ If neither of them confesses to the crime (they both “cooperate”), then 
they will both get a small punishment (corresponding to a payoff of 5). 

‣ If one of them confesses (or “defects”), but the other does not, then 
the one that confesses gets off for free (payoff of 10), but the other 
gets the worst punishment possible (payoff of 0). 

‣ If they both defect, they get a worst punishment (payoff of 1)
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Prisoners’ Dilemma

Defect Cooperate

Defect (1, 1) (10, 0)

Cooperate (0, 10) (5, 5)
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Example: Prisoner’s Dilemma

‣ Normal games were initially introduced as one-shot game. 

‣ The players know each other’s full utility (reward) functions and play 
the game only once. 

‣ In this setting, the concept of Nash equilibrium was introduced: a set 
of actions such that no player would be better off deviating given that 
the other player’s actions are fixed. 

‣ Games can have one or multiple Nash equilibria. 

‣ In the Prisoner’s Dilemma, the only Nash Equilibrium is for both 
agents to defect.
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Game Theory
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Repeated Normal Form Games

‣ In repeated normal form games, players interact with one another 
multiple times with the objectives of maximising their sum utilities (i.e., 
expected returns) over time. 

‣ As you can imagine, Reinforcement Learning and possibly Deep 
Reinforcement Learning is well suited for this type of problems. 

‣ Reinforcement Learning can also be used to understand the problem 
of the “evolution of cooperation” and the presence of altruism: why 
do we humans cooperate even if in presence of maximisation of 
personal reward function? 
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Online Reinforcement Learning towards 
Social Welfare

‣ An alternative paradigm is the one in which multiple independent 
agents take actions in the same environment and learn online to 
maximise a global utility function. 

‣ These are also called coordination games, where different players 
coordinate to achieve a given objective (i.e., global expected return).



SSM Course 2022-2023 Mirco Musolesi



SSM Course 2022-2023 Mirco Musolesi



SSM Course 2022-2023 Mirco Musolesi

References

‣ Stefano V. Albrecht and Peter Stone.  Autonomous Agents Modelling 
Other Agents: A Comprehensive Survey and Open Problems. Artificial 
Intelligence. Volume 258. 2018. 

‣ Lucian Busoniu, Robert Babuska, Bart De Schutter. A 
Comprehensive Survey of Multiagent Reinforcement Learning. In IEEE 
Transactions on Systems, Man and Cybernetics. Volume 38. Issue 2. 
March 2008.



SSM Course 2022-2023 Mirco Musolesi

References

‣ Kevin Leyton-Brown and Yoav Shoham. Multiagent Systems, Game-
theoretic and Logical Foundations. Cambridge University Press. 
2009.  

‣ Karl Tuyls and Gerhard Weiss. Multiagent Learning: Basics, 
Challenges and Prospects. AI Magazine. Volume 33. Issue 3. 2012. 



SSM Course 2022-2023 Mirco Musolesi

References

‣ Karl Tulys and Peter Stone. Multiagent Learning Paradigms. In 
Francesco Belardinelli and Estefania Argente, editors, Multi-agent 
Systems and Agreement Technologies. Lecture Notes in Artificial 
Intelligence. Pages 3-21. Springer 2018.  

‣ Micheal Wooldridge. An Introduction to MultiAgent Systems. Second 
Edition. Wiley. 2009.



SSM Course 2022-2023 Mirco Musolesi

References

‣ Kaiqing Zhang, Zhuoran Yang and Tamer Basar. Multi-agent 
Reinforcement Learning: A Selective Overview of Theories and 
Algorithms. arXiv:1911.10635v2. 2021. 

‣ Sven Gronauer and Klaus Diepold. Multi-agent Reinforcement 
Learning: A Survey. Artificial Intelligence Review. 55:895-943. 
Springer. 2022. 


