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Abstract

The emergence of new digital technologies has allowed the study of human behaviour at a scale and at
level of granularity that were unthinkable just a decade ago. In particular, by analysing the digital traces left
by people interacting in the online and offline worlds, we are able to trace the spreading of knowledge and
ideas at both local and global scales.

In this article we will discuss how these digital traces can be used to map knowledge across the world,
outlining both the limitations and the challenges in performing this type of analysis. We will focus on data
collected from social media platforms, large-scale digital repositories and mobile data. Finally, we will provide
an overview of the tools that are available to scholars and practitioners for understanding these processes using
these emerging forms of data.
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1 Overview
Thanks to the existing and emerging digital technologies, nowadays it is possible to trace networks of knowl-
edge at a scale and at a level of granularity that were unimaginable just a few years ago. In this article we will
discuss a series of studies concerning the analysis and mapping of networks of knowledge at different scales
through a variety of sources of digital data. We will focus in particular on data from social media, large-scale
digital repositories and mobile data.

For instance, networks of knowledge can be extracted by analysing the interactions happening in social net-
work platforms. In particular, models of information diffusion can be defined to represent and understand the
spreading of knowledge in groups of users in time and space (Nekovee et al. 2007, Liben-Nowell & Kleinberg
2008, Lazer et al. 2009, Lerman & Ghosh 2010, Kitsak et al. 2010, Miritello et al. 2011, Dodds et al. 2011, Karsai
et al. 2011, Pastor-Satorras et al. 2015). A typical way is to describe the process of dissemination of the informa-
tion using epidemic models, where the process of diffusion does not involve a disease (Anderson & May 1991),
but a piece of information. In this way, it is possible to represent knowledge dissemination over networks as
epidemic processes and formalise them by means of mathematical models (Keeling & Eames 2005). One of the
most fascinating aspects related to tracing networks of knowledge in the digital world is that it is possible to
extract data in a digital format and use them to develop and test models of dissemination at a scale. Indeed,
this is one of the most compelling examples of applications of big data outside the commercial world (Musolesi
2014).

Diffusion models can be devised to understand how knowledge ‘spreads’ through a network of people in a
community, in a society, in a city, in a country or even at planetary scale. Knowledge is usually defined as infor-
mation acquired through experience or education. Therefore, tracing the diffusion of knowledge corresponds
in a sense to tracing the diffusion of information (Hidalgo 2015). We have witnessed the development of a vari-
ety of models for describing the spreading and the adoption of knowledge, such as, for example, the generation
and acceptance of innovative ideas, starting from the marketing community (Goldenberg et al. 2001). One of
the most famous models is indeed the Bass model (Bass 1969), which describes the adoption of innovation in a
community by means of a very parsimonious mathematical model.

An interesting class of emerging models is that describing temporal (Tang, Scellato, Musolesi, Mascolo &
Latora 2010, Holme & Saramäki 2012) and spatio-temporal networks (Williams & Musolesi 2016). These models
can be used for example to identify influencers and mediators in time-varying social networks (Tang, Musolesi,
Mascolo, Latora & Nicosia 2010). Spatio-temporal network models can also be used to represent the spreading
of information in time and space through networks of people (or places) and study its dynamics.
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2 Social media
Social media can be used to track the spreading of information as it happens in real-time at a very large scale.
They are extremely popular, involving thousands of millions of users. The first example of information diffusion
in the digital world indeed happens through Web blogs, which predate the advent of social media outlets such
Facebook (Ellison et al. 2007) and Twitter (Kwak et al. 2010, Cha et al. 2010). One of the first study of information
diffusion in these media can be found in (Gruhl et al. 2004, Adar & Adamic 2005). The geography of Twitter
has been analysed in several works, such as (Leetaru et al. 2013). Social media can contribute substantially to
opinion formation, as studied for example in (Watts & Dodds 2007).

In (De Domenico et al. 2013) the authors examine the spreading of rumours related to the discovery of the
Higgs boson (The ATLAS Collaboration 2012, The CMS Collaboration 2012) in real-time from Twitter data.
Twitter is a social network where a user can write microblog posts composed of 140 characters. A post can
then be retwitted (i.e., reposted) by other users that are following a person or an organisation (followers). The
availability of data from the platform also allows for the extraction of mathematical models of diffusion in
the social network of followers across the globe. Furthermore, the study of the topics discussed in Twitter has
attracted the attention of a vast number of researchers in the past years. For example, in (Romero et al. 2011) the
authors analyse the adoption of hashtags and they show that for example those that are politically controversial
are particularly persistent in the network over time.

Another interesting example of tracing knowledge using digital data is indeed the analysis of software devel-
opers’ activities in GitHub, an online software development collaborative tool. In (Lima et al. 2014) the authors
examine the network of collaborations on different software projects at a global scale, looking at how collabo-
rations unfold, including their geographic characteristics. In GitHub users can create code repositories; every
repository has a list of collaborators, who can make changes to the content of the repository. A user can submit
changes to the codebase or if they do not want to be a collaborator, there is the possibility of ‘forking’ a project.
The action of fork creates a duplicate of the repository for independent work. By analysing the interactions on
GitHub, it is possible to observe patterns of collaborations over time and over space. Indeed, software produc-
tion is a creative process: collaboration on software projects can be seen as a new way of sharing knowledge
and participating to the co-creation of intellectual artefacts.

One of the limitations of this body of work is the fact that often external factors cannot be captured, such
as for example the influence of other social media or press outlets, e.g., television and newspapers and other
online and offline media. An interesting study about evaluating the external influence of other sources on
information spreading can be found in (Myers et al. 2012).

The diffusion of social media has also led scholars to ask questions related to the importance of distance
in a world connected by global online networks (Mok et al. 2010). In (Scellato et al. 2010), by analysing four
social networks (Brightkite, Foursquare, LiveJournal and Twitter), the authors show that distance still matters
in the establishment of social links: we cannot talk about death of distance (Cairncross 2001), at least yet, in the
case of social media. The resulting geo-social networks show heavy-tailed degree distributions, a tendency to
exhibit users with high node locality and social triangles on a local geographic scale. Hristova et al. showed
that geo-social networks in different platforms are also highly correlated (Hristova, Noulas, Brown, Musolesi
& Mascolo 2016) and this fact can be used for effective link prediction.

Other interesting problems include the identification of influential spreaders of information (Kitsak et al.
2010), the maximisation of the spreading process itself (Kempe et al. 2003), and the impact of homophily in the
diffusion of information (Aral et al. 2009). Thanks to the availability of geo-social networks, it is also possible to
identify the key spreaders in space (Lima & Musolesi 2012): this allows us to understand how specific people
in a spatial network contribute to the dissemination of information and ideas in certain geographic areas, such
as neighbourhood, cities or states. It is worth noting that the study of information diffusion in social media has
not been limited to text but also focussed on other multimedia content such as photos in Flickr (Cha et al. 2009).

Information can also be political in nature such as in the case of protests (González-Bailón et al. 2011, 2013,
Margetts et al. 2015). For example, by retrieving information through social media, it is possible to map the
evolution of protests, including the exchange of information, of groups operating at local and a global level.
This offers an unprecedented opportunity for studying and understanding political phenomena in real-time.
Another very interesting aspect is that, for the first time, researchers are able to follow the spreading of infor-
mation involving single actors and their thoughts at a very fine-grained granularity both in space and time.
Moreover, it is worth noting that this information is not mediated through recollection, but it is instantaneous
in nature, i.e., it is generated (and can be collected) as events unfold.

It is worth noting that social media data have been used for a very large number of studies, for example for
understanding not only the spreading of information itself, but also the inherent contextual factors influence
it, such as demographics and culture. For example, one of the topics of interest of social media studies has
been the analysis of surnames, which can be used to understand the geo-demographics of different areas of
large cities, such as London (Longley & Adnan 2016). In this way, it is possible to trace back global networks
of people and migrations reflected in the ethnic composition of large-scale cities. Geo-social networks can also
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be used effectively to trace and study diversity and gentrification phenomena (Hristova, Williams, Musolesi,
Panzarasa & Mascolo 2016). Finally, in (Silva et al. 2014) the authors discuss how data from the Foursquare
platform can be used to understand cultural characteristics of geographic areas by looking at the presence of
specific food and drinks venues.

3 Large-scale data repositories
Wikipedia, an online encyclopaedia that is completely edited by volunteers, is probably the most successful
example of crowdsourced work. Through the analysis of Wikipedia usage in different languages and the appli-
cation of data mining techniques to the content of the various articles, it is possible to reconstruct how different
topics are of interest and relevant in different part of the globe (Brandes et al. 2009, Yasseri et al. 2012). More-
over, the articles themselves can be geo-located, i.e., mapped to different areas of the planet. In other words, it
is truly possible to create maps of knowledge that connect people, objects, facts and places around the world. In
order to extract information from the text usually natural language techniques (NLP) techniques (Manning &
Schütze 1999) are applied. With respect to the extraction of geographic information, geo-localisation techniques
are used to map names to geographic named entities. The mapping is performed by trying to map names to
geographic locations that are available in geographic gazetteers such as Geonames (Ahlers 2013).

As more general trend, we observe that citizens are getting more and more involved in the creation of knowl-
edge, both contributing through text and multimedia content (images, videos, etc.) but also by acting as sen-
sors and collecting information about the environments where they live (Goodchild 2007). One of the most
interesting examples is OpenStreetMap (OpenStreetMap 2016). Through the collaboration of a large number of
individuals, knowledge is created, shared and disseminated. Several researchers have been investigated how
this collaboration takes place, characterising his dynamics (Hristova et al. 2013).

Other repositories that allow for the analysis of networks of knowledge include online literary repositories,
such as for example Gutenberg (The Gutenberg project 2016). The analysis of the networks emerging in the
literature have been a theme of the work of Moretti among the others (Moretti 2005). Indeed, one possibility is
to try to extract names of geographic locations as discussed above for Wikipedia from text in order to reconstruct
how literary works are mapped in the geographic space, in order to understand how the fictional worlds are
related to the real ones.

Another interesting example is the tracing of influence through citation networks (Bilke & Peterson 2001).
These can be traced both over time and space and they provide a way for mapping out collaborations among
individuals in different countries in a very detailed way considering both exchange information across disci-
plines (Porter & Rafols 2009) and in specific communities (Lehmann et al. 2003).

4 Mobility data
Another interesting source of data is related to the increasing availability of mobility traces datasets, from
flight (Guimera et al. 2005) to migration (Davis et al. 2013) data, from social media (Noulas et al. 2012, Hawelka
et al. 2014) to mobile data collected directly by means of users’ smartphones (Campbell et al. 2008) or by the
cellular phone operators through the network infrastructure (Laurila et al. 2012).

In this case, the network of knowledge emerging from the data is in a sense indirect, but through this in-
formation we can map how people move at different geographic scale and spread ideas. Indeed, as discussed
above, some people have talked about the death of distance (Cairncross 2001) as a consequence of the emer-
gence of digital technologies, including for example the use of smartphones and global network connectivity.
However, this claim is disputed by other researchers that are stressing the fact that distance is still a major factor
in human relationships and, therefore, in spreading of ideas (Scellato et al. 2010).

In general, one of the most difficult aspects of using mobility data for understanding spreading processes is
the fact that data provide only a partial view of the interactions between people. Indeed, it is extremely difficult
to collect ground-truth information for reconstructing interactions from these datasets. For these reasons, it is
always very important to be extremely cautious in deriving universal models from these datasets in terms of
human behaviour and interactions.

5 Tools
In this section, we will briefly review the tools that are used for tracing networks from digital data. We can
broadly divide them into 3 main categories:
Data Collection Data collection is a fundamental phase in the process of tracing networks of knowledge. Data
is usually collected from digital sources such as the Web through scraping tools (Mitchell 2015) or from digital
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platforms by means of Application Programming Interfaces (APIs) such as those provided by Twitter (Twitter
REST API 2016). A limited amount of data is usually available for free, such as in the case of Twitter.
Data Analysis Data analysis is performed with a variety of tools from stand-alone applications such as Gephi (Gephi
- The Open Graph Viz Platform 2016) to purpose-built software developed using existing libraries such as Net-
workX (for Python) (Networkx Library 2016) or igraph (available for a variety of programming languages) (igraph
2016).
Data Visualisation Various tools can be used for visualising the networks of knowledge extracted from the data
at local, national and global scales. An emerging class of tools is represented by open source tools for visuali-
sation. Examples include again Gephi (Gephi - The Open Graph Viz Platform 2016) or Cytoscape (Cytoscape: An
Open Source Platform for Complex Network Analysis 2016). Network data visualisation is also performed through
tools developed by means of ‘general-purpose’ programming languages and platforms for data manipulation
and visualisation such as Processing (Reas & Fry 2014). Other data visualisation tools include classic Geo-
graphic Information Systems (Longley et al. 2015), which provide functionalities for mapping networks in the
geographic space and more advanced digital cartography visualisations (Cheshire & Uberti 2014).

6 Outlook
In this paper, we have examined new emerging and fascinating ways of tracing networks of knowledge in real-
time using the digital traces that we leave in our everyday lives. We have explored the new possibilities offered
by the analysis of a variety of data sources, including social media, large-scale data repositories and mobile
data.

The availability of these new sources of data allows for new types of investigation that were not possible just
a few years ago. At the same time, it is important to consider the limitations that are inherent in using these
new forms of data for mapping social phenomena. One of the key issues is indeed associated to the intrinsic
bias that is associated to these data sources. For example, the demographics of social media users might not
be representative of the general population (Mislove et al. 2011). However, it is worth noting that these sources
are still valuable for understanding the behaviour of particular subsets of the population. In general, it is still
possible to derive population-level observations taking into consideration at the same time the limitations of
the data sources used for the analysis. Other important considerations are related to the potential privacy issues
associated with these new emerging sources of data (Musolesi 2014). It is worth noting that most of the data
cited in this article are the results of aggregation, i.e., they preserve the identity of the single users. 2 Most of
the existing work has been based on extracting, mapping and visualising networks of knowledge. We believe
that modelling and predicting the dissemination of knowledge represent a very interesting and still open areas
for researchers, also considering the recent results in both network science (Boccaletti et al. 2006, Barrat et al.
2008, Newman 2010, Pastor-Satorras et al. 2015) and machine learning (Murphy 2012). This is indeed an area
where truly interdisciplinary work is essential given the fact that the research questions in this field are really
at the interface of the humanities, social sciences, computational and mathematical sciences.
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